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Input: 

sets of vectors 𝑃1, ⋯ , 𝑃𝑚, 𝑃 = 𝑖ڂ 𝑃𝑖
and 𝑘1, ⋯ , 𝑘𝑚 ≤ 𝑑, 𝑘 = σ𝑖 𝑘𝑖

Goal: pick 𝑘𝑖 points 𝑆𝑖 ⊂ 𝑃𝑖 s.t. the diversity of the picked points 𝑆 = 𝑖ڂ 𝑆𝑖 is maximized

Diversity measures for a subset 𝑆 of points

➢ MIN-PAIRWISE DIST = min
𝑝,𝑞∈𝑆

𝑑𝑖𝑠𝑡(𝑝, 𝑞)

➢ SUM-PAIRWISE DIST = σ𝑝,𝑞∈𝑆 𝑑𝑖𝑠𝑡(𝑝, 𝑞)

➢ SUM-NN DIST = σ𝑝∈𝑆 min
𝑞∈𝑆∖ 𝑝

𝑑𝑖𝑠𝑡(𝑝, 𝑞)

Table 3. The loss of diversity (% Div. loss), and the running time gains (x times faster) of the 

FDM when applied to the union of core-sets compared to FDM applied to the full data. 

Our experiments show the effectiveness of our core-set approach.

➢ [need for FDM] We demonstrate why we need to resort to FDM as DM 

outcome does not provide the desired fairness (Figure 1);

➢ [price of fairness (balancedness)] Applying FDM, we have a small loss 

of diversity while we achieve the desired fairness (Table 2);

➢ [effectiveness of our core-sets] We achieve a 100x speed-up while 

losing the diversity by only a few percent (Table 3) when applying FDM 

to the union of core-sets vs. FDM on the full data.

Experiments

Table 2. The loss of diversity (% Div. loss) between DM vs. FDM for the Reddit dataset. 

Figure 1. DM algorithm outcomes with equidistant time periods as colors (𝑚 = 4) with 𝑘 = 20. 
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Core-sets for Diversity Maximization

Input: 

A point set 𝑃𝑖 along with 𝑘𝑖
Goal: a summarization algorithm 𝒜

➢ Processes each 𝑃𝑖 independently 

➢ produces a small summary 𝑆𝑖 = 𝒜 𝑃𝑖 ⊆ 𝑃𝑖
Main Property

Fair diversity of the data is approximately 

preserved, i.e.,

𝑑𝑖𝑣𝑘1,𝑘2,⋯,𝑘𝑚(𝑆) ≥
1

𝛼
𝑑𝑖𝑣𝑘1,𝑘2,⋯,𝑘𝑚(𝑃)

where 𝑆 is the union of all core-sets 𝑆 = 𝑖ڂ 𝑆𝑖 and

𝒅𝒊𝒗𝒌𝟏,𝒌𝟐,⋯,𝒌𝒎 𝑷 = 𝐦𝐚𝐱
𝑻𝟏⊆𝑷𝟏,…,𝑻𝒌⊆𝑷𝒌, 𝑻𝒊 =𝒌𝒊

𝒅𝒊𝒗 ራ

𝒊

𝑻𝒊

Constrained / Fair Diversity Maximization

Diversity Notion FDM
Core-set setting

Approx. Core-set size Reference

MIN-PAIRWISE DIST

𝜽 𝑚
[MMM20, 

AMMM22]

𝑂(1)
𝑂(𝑘)

per group
[MMM20]

SUM-PAIRWISE DIST
𝜽(𝟏)

[AMT13]

(1 + 𝜖)
depends on 𝑛
or aspect ratio

[CPP18]

𝑂(1)
𝑂(𝑘𝑖

2)
per group

[This work]

SUM-NN DIST
𝜽(𝟏)

[BGMS16]
𝑂(𝑚 ⋅ log 𝑘)

𝑂 𝑘2

per group
[This work]

𝒌𝟏 = 𝟏

𝒌𝟐 = 𝟐

Modeling recency in user’s feed generation

➢ Each message has a timestamp being posted

➢ Show a “diverse” summary to the user

➢ Goal: show more recent messages and less of old messages

➢ Divide the messages in a month into four groups based on the week they 

have been posted

➢ Set 𝑘𝑖 to be higher for more recent weeks

Recommendation System

➢ Different Movie Genres

Experimental results
Table 1.
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