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Goal: pick k; points S; c P; s.t. the diversity of the picked points § = U; S; is maximized 0(m) | 0(k) | S . : : ] : : ] : :
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» MIN-PAIRWISE DIST = mlerg dist(p,q) ° © (1+4+¢) depends on n [CPP18] Figure 1. DM algorithm outcomes with equidistant time periods as colors (m = 4) with k = 20.
S Sup 5 P o L 0(1) or aspect ratio |
UM-PAIRWISE DIST = Zp qES ist(p, q) ¥ . — SUM-PAIRWISE DIST [A|\/|T13] O(k-z) _ Table 2. The loss of diversity (% Div. loss) between DM vs. FDM for the Reddit dataset.
» SUM-NN DIST =} . min dist(p,q) \) 0(1) ; ' - [This work]
q€s\{p} K =1 . pergroup DM vs. FDM SUM-PAIRWISE ~ SUM-NN  MIN-PAIRWISE
1= i i
SUM-NN DIST 6(1) 0(m - log k) 0(k*4) [This work] colors ki > ki % Div. loss % Div. loss % Div. loss
_ _ _ _ _ [BGMS16] . pergroup 2,2,2,2] 8 1.22% 9.66% 51.57%
Applications in Summarization 3,333 12 098% 14.27%  49.99%
_ _ : ] Algorithm 1 Core-set Construction Algorithm for SUM-PAIRWISE 4,4, 4,4 16 0.50% 13.72% 48.78%
Modeling recency in user’s feed generation . . — 5,5,5, 5] 20 0.47% 18.96% 48.05%
_ _ Input a point set P;, together with parameters k; and k& (where &k = k1 + -+ + k,,,) 6 6 6 6 24 0.19% 9 430 47 200
» Each message has a timestamp being posted Output a subset S; C P; SR Sl e S
7 Showa dherse’summary o e se : 82 fpopel - OOKELR) R
_ 2: — 5,0,9, 12 . .29%0 3.29% .34%
» Goal: show more recent messages and less of old messages 3 for p € S; do 4,8,12, 16, 40 0.25% 1.93% 45 590,
» Divide the messages in a month into four groups based on the week they 4:  for j = 1tok; do 5,10, 15, 20] 50 0.16% 9.62% 44.48%
have been posted 5: T' < TU any point p; € P; \ T s.t. argmin, g dist(p;,q) = p. 6,12, 18, 24] 60 0.12% 3.98% 43.60%
: 6: end for
> Set k; to be higher for more recent weeks 7. end for
8: S, « S, UT Table 3. The loss of diversity (% Div. loss), and the running time gains (x times faster) of the
Recommendation System 9: return S5; FDM when applied to the union of core-sets compared to FDM applied to the full data.
» Difterent Movie Genres FDM ftull data vs. core-sets SUM-PAIRWISE SUM-NN MIN-PAIRWISE
Algorithm 2 Core-set Construction Algorithm for SUM-NN colors k; > ki % Div. loss Time gain (x) % Div. loss Time gain (x) % Div. loss  Time gain (x)
Input a point set F;, together with parameters &; and & (where k = ky + --- + k,,,) 2,2,2, 2] 8 1.35%  196.24 2.22%  1769.70 0.00%  208.64
Output a subset S; C P; 3,3,3,3] 12 0.67%  333.13 0.29%  888.55 0.00%  152.48
' " N " . Q. 4,4, 4, 4] 16 1.21%  539.69 —1.59%  474.26 0.00%  122.29
COre-SetS fOr DlVGrSlty Maximization 1: fi- = 0 I 5,5, 5, 5] 20 1.17%  432.68 —0.44%  294.23 0.00% 89.08
i- 01'3 = 1to~do GMM(P,. & + 1 6. 6.6, 0] 24 0.94%  130.87 ~3.03%  183.28 0.00% 63.69
Input: 1 j4j S gpluc Pria} ¢ ( +1) 2,4,6,8] 20 1.50% 845.98 —1.80% 285.68 0.00% 91.44
A point set 7, along with k v SR D meomno amo e oammoon
Goal: a summarization algorithm A 6: end for 5,10, 15, 20 50 1.16%  194.36 0.71% 34.90 0.00% 26.97
> Processes each P, independently 7- return S, (6,12, 18, 24] 60 1.27%  172.25 —0.49% 23.71 0.00% 20.53
l
» produces a small summary S; = A(P;) € P _
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Fair diversity of the data is approximately
preserved, i.e.,

. 1 ,.
dlvkl’kz,...,km (S) = ; dlvkpkz;"'»km (P)

where S is the union of all core-sets S = U; §; and

Our experiments show the effectiveness of our core-set approach.

0 1 0 » [need for FDM] We demonstrate why we need to resort to FDM as DM

f = —f outcome does not provide the desired fairness (Figure 1);
a > [price of fairness (balancedness)] Applying FDM, we have a small loss
of diversity while we achieve the desired fairness (Table 2);

max div (U Ti) » [effectiveness of our core-sets] We achieve a 100x speed-up while
TkSPielTil=ki losing the diversity by only a few percent (Table 3) when applying FDM
to the union of core-sets vs. FDM on the full data.

divg, k, ..k, (P) = .Fast Coreset-based Diversity Maximization under Matroid

T{SP,q,. '
l



	Slide 1

