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Abstract—Cloud Radio Access Network (C-RAN) is a promising 5G network architecture by establishing Baseband Units (BBU) pools to perform baseband processing functionalities and deploying Remote Radio Heads (RRH) for wireless signal transmission and reception. Mobile Edge Computing (MEC) offers a way to shorten the service delay by building small-scale cloud infrastructures at the network edge. By co-locating BBU pool with edge cloud at the so-called BBU node, we can take full advantages of C-RAN and MEC for better spectrum utilization and delay-guaranteed services. In this paper, we first study how to allocate each user’s task to BBU node and find the path from his/her accessing RRH node to the BBU node such that the maximum service delay among all the requests is minimized. We then consider this problem with survivability concerns, which is to use both primary and backup BBU nodes to issue the request such that the primary path and backup path are link-disjoint. We analyze the complexities of these two problems and prove they are NP-hard in general. Subsequently, we devise a randomized approximation algorithm and an efficient heuristic to solve the considered problems, respectively. The simulation results show that the proposed algorithms outperform two benchmark heuristics in terms of acceptance ratio and maximum service delay.


I. INTRODUCTION

NOWADAYS, the increasing number of connected Internet of Things (IoT) devices such as smart phones has produced a large quantity of traffic, mostly coming from bandwidth-starving or time-critical applications of these devices such as Augmented Reality (AR) and online gaming. According to [1], the mobile data traffic will increase sevenfold between 2017 and 2022 globally. Based on the current cellular network and Radio Access Network technology, more Base Stations (BS) are needed in order to satisfy bandwidth requirement of ever-increasing mobile traffic with their respective applications and services. However, this accordingly incurs more capital expenditure (CAPEX) and operational expenditure (OPEX) for service providers. In this context, 5G mobile technology is currently underway to provide ubiquitous, massive capacity and high availability of services to more end users.

Cloud Radio Access Network (C-RAN) [2], [3] is a promising architecture for 5G mobile networks. It divides traditional Base Stations (BS) into 2 parts, namely (1) Remote Radio Head (RRH): its function is wireless signal transmission and reception and it interconnects mobile end users via radio access links, and (2) Baseband Unit (BBU): its responsibility is to perform baseband processing and computational functionalities. In this context, the fronthaul links are referred to connect RRHs and BBUs with high bandwidth and low latency, and backhaul links are used to connect mobile core network and BBUs. C-RAN deploys RRHs across all cell sites to receive tasks from end users for a full coverage, and places one or several BBU pools in the centralized locations to improve spectrum utilization efficiency and reduce CAPEX/OPEX. Therefore, C-RANs will become essential for 5G mobile networks for both cost reduction and performance improvement. According to [4], the worldwide market for C-RAN will reach 17.5 Billion dollars by 2023. For instance, Huawei has released OSN 810 product [5], which can be used for service transmission on metro C-RAN networks.

Moreover, although the current cloud computing paradigm [6] can provide a virtually unlimited capability service to end users, the requested tasks from end users may experience long-distance and congested transmission to the remote public cloud and incur higher service delay. Hence, cloud computing becomes unable to satisfy the ever-increasing stringent delay task demands [7], which remains a crucial drawback to tackle. The concept of Mobile Edge Computing (MEC) [8] has been proposed to bring the computing resources closer to end users by installing small resource-limited cloud infrastructure called edge cloud at the network edge. In this context, the end users’ task workloads can be offloaded on edge clouds by achieving shorter service delay. MEC therefore embraces characteristics like location awareness, real-time task processing, agile network management and control.

However, in the current C-RAN architecture, it is suggested to use one centralized BBU pool to perform baseband processing and computational functionalities (process general tasks). On the one hand, since all the requested tasks which come from distributed geographically areas will be sent to one centralized BBU pool for processing, some of the tasks from remote area may experience longer routing delay and this will...
and how to route each task traffic from its accessing RRH node to the corresponding BBU node such that the maximum service delay is minimized or guaranteed without affecting end users’ quality of experience. Moreover, the BBU node or network link may fail due to man-made reasons or equipment malfunctioning, and this will produce service disruptions and degradation. In order to provide a reliable service [10], we need to first process the requested task on the primary BBU node and route the traffic via the primary path. Once a failure happens in the primary BBU node and/or primary path, we switch to process the task on the backup BBU node and route the traffic by the backup path which is link-disjoint with the primary path\(^1\). However, there is little existing work focusing on the aforementioned task allocation and routing problem in the integrated framework of C-RAN and MEC, not to mention about considering IoT service delay and survivability. In this paper, our main contributions are as follows:

- We study the Task Allocation and Survivable Task Allocation in C-RAN problems with MEC. We prove both problems are NP-hard in general and we identify under which conditions the Task Allocation in C-RAN problem is polynomial-time solvable.
- We present a randomized approximation algorithm and an efficient heuristic to solve the considered problems, respectively.
- We evaluate the proposed algorithms in terms of acceptance ratio, maximum service delay and running time.

As a result, the service provider can adopt our proposed algorithms to compute the solutions for IoT task requests in the integrated framework of C-RAN and MEC such that the maximum service delay is minimized with and without considering survivability issue.

The remainder of this paper is organized as follows. Section II presents the related work. Section III defines the Task Allocation and the Survivable Task Allocation in C-RANs problems with MEC and we show both problems are NP-hard. In Section IV, we propose an exact Integer Linear Programming (ILP) formulation to jointly solve the two problems. In Section V, we present an approximation algorithm and a heuristic for the considered problems, respectively. Section VI provides the simulation results and we conclude in Section VII.

II. RELATED WORK

A survey about on throughput enhancement, interference management, energy efficiency, latency, security and system cost reduction of C-RAN based cellular networks can be found in [12].

A. Task/Resource allocation

Li et al. [13] target how to allocate Remote Radio Heads (RRH), BaseBand Unit (BBU) and Mobile Clones (MC) in C-RANs with MEC for each user requested task such that the number of requests which violate their respective deadlines is

\(^1\) An overview of network survivability can be found in [11], where various link- or node-disjoint paths algorithms are proposed to find two link-disjoint paths.
minimized. They subsequently present a multi-stage matching theory-based heuristic to solve the problem. Different from [13], we assume there can be more than one BBU node that can process the users’ requested tasks, and we also consider (survivable) routing issues. Pang et al. [14] study how to allocate tasks on different Fog-Radio Access Network (F-RAN) nodes for multiple user requests such that the longest service delay among all the user requests is minimized. They present a polynomial-time dynamic programming-based algorithm for the special case of only one user request. They then devise an efficient heuristic for the general case of multiple user requests. Different from [14] in which the user’s requested task can be divided into several blocks and conducted in multiple F-RAN nodes, we assume that the task can only be processed in one BBU node. Moreover, routing issue is also not considered in [14].

Wang et al. [16] propose an online approximation algorithm to jointly schedule network resources in C-RANs (switching on/off fronthaul links) and computation resources (dispatching requests to corresponding containers in different servers) in MEC to maximize profit of a service provider. Yu et al. [17] present an iterative algorithm to minimize the number of active BBU and RRH nodes such that each end user is accommodated by a RRH. Moreover, Yao and Ansari [18] consider the content placement problem in RRH and BBU nodes so as to minimize the network traffic costs based on data popularity. They devise an efficient heuristic for the problem. Wang et al. [19] formulate the joint energy minimization and resource allocation problem in C-RAN as a non-convex optimization by jointly considering the constraints of task executing time, transmitting power, computation capacity and fronthaul data rates. Subsequently, they reformulate this non-convex optimization into an equivalent convex problem based on weighted minimum mean square error (WMMSE), and derive an iterative algorithm. Liu et al. [20] study how to minimize the total energy consumption of C-RAN by jointly optimizing the cooperative beamforming, remote radio head (RRH) selection, and virtual baseband units (vBBUs) provisioning. To solve this problem, they first cluster RRHs into groups by using the hierarchical clustering analysis (HCA) algorithm and assign a vBBU to each RRH group for the baseband signal processing. After that, they determine the RRH selection by optimizing the cooperative beamforming. Hu et al. [21] present an approximation algorithm to solve the task allocation problem in C-RAN by randomized rounding without considering servicing delay and routing issues. Zhang et al. [22] propose an online framework for task offloading and radio resource allocation by considering both delay and energy consumption. Here, the task offloading problem refers to deciding the proportion of tasks to be executed on devices and edge servers. Zhang et al. [22] leverage Lyapunov technique to decompose this problem into four individual subproblems and apply convex decomposition methods and matching games to solve each subproblem accordingly. Chen et al. [23] first propose a deep-learning-based model to predict the traffic patterns and mobility trends. Subsequently, they propose a heuristic greedy algorithm to effectively find the robust approximation to the optimal schemes under resource constraints to solve the RRH-BBU mapping problem. Nevertheless, service delay and survivability issues are not considered in above literature.

Moreover, [24], [25] deal with task offloading and scheduling problem for mobile edge computing, and [26], [27] tackle the microservice scheduling issue for mobile edge computing, but C-RAN is not considered. There are also some work dealing with task offloading [28], [29], [30], [31] in C-RAN with edge computing, which address how to divide tasks and decide which part of tasks are executed on devices, and which part of tasks are offloaded to edge servers. However, these work can only apply to the case when the task is divisible. In this paper, we deal with the indivisible task. For the divisible task, it is usually composed of several indivisible subtasks. In this sense, we could regard “subtask” as the “task” in the problem input and accordingly extend our work to solve the divisible tasks allocation problem in C-RAN with MEC.

B. BBU node placement and routing

The above literature assume that the BBU nodes are already placed in the network. [32], [33], [34], [35], [36], [37] jointly consider the BBU placement and (survivable) routing problem. The BBU node placement and routing problem of minimizing the overall network costs in Wavelength Division Multiplexing (WDM)-enabled fronthaul link are studied in [32], [33]. An exact Integer Linear Programming (ILP) is proposed in [32], [33] to solve this problem. Shehata et al. [34] further study how to place one primary and one backup BBU node for each RRH (request) and find respective wavelength path. An ILP is proposed for this problem. Khorsandi et al. [35] address the problem of placing primary and backup BBU nodes in order to cover all the RRHs. Khorsandi et al. [35] jointly consider the placement of a minimum number of BBU nodes and solve the routing and wavelength assignment problem for the fronthaul connections, ensuring that each RRH is connected to two different BBU nodes. They also devise a heuristic that tries to maximize the sharing of backup BBU ports while providing full coverage of all RRHs. Khorsandi and Raffaelli [36] additionally consider wavelength sharing and two enhanced placement strategies in their proposed heuristic. In addition, a facility location-based heuristic is presented in [37] in order to solve the survivable BBU location problem so as to minimize the overall costs.

Moreover, Mharsi and Hadji [38] present a Matroid-based algorithm to solve the assignment problem of RRHs to edge clouds. Younis et al. [39] consider the resource allocation problem as two subproblems, namely, (1) bandwidth power consumption problem and (2) BBU energy-aware resource allocation problem. To solve them, they respectively present a divide-and-conquer approach and a best fit decreasing method for bin-packing problem. However, the service delay is not considered in above work. Moreover, as we will show in this paper, even neglecting BBU placement problem, the respective task allocation and routing problem is NP-hard already and hence difficult to solve. This is the reason why only exact ILP
and/or heuristic are proposed for jointly BBU placement and task allocation/routing problem in these works.

C. Cloud Computing

It is worthwhile to mention that our work is different from the VM placement problem and task scheduling problem in cloud computing, although they share some similarities. Moreover, in the Virtual Machine (VM) placement problem [40], [41], it is usually assumed that the "link" cost or delay metric connecting any two nodes in the network is known/given, i.e., the routing issue is not taken into account when dealing with VM placement. On the contrary, the addressed problem in this paper deals with both task allocation (decide which BBU node to perform task processing) and routing problem (find path from the accessing RRH node to the servicing BBU node) for each request such that the maximum servicing delay is minimized among all the requests.

Furthermore, we also consider the task allocation problem in CRAN with survivability issue. In this sense, our problem definition additionally considers routing issue as well as survivability issue compared to the VM placement problem in cloud computing. Moreover, in the VM placement problem, the delay calculation only considers the routing delay between each VM pair, and the locations of the required VMs are not known. On the contrary, the servicing delay in our problem captures both routing delay and task processing delay, and the user’s accessing RRH node is given to the problem. In terms of the task scheduling problem in cloud computing, it is usually assumed that a set of tasks have dynamically arrived with arrival time, task length/size, deadline, and finish time, and the problem is how to schedule these task requests without violating each task’s deadline [42], [43], [44]. While the addressed problem in this paper is to decide which BBU node to process task requests (i.e., it is a task allocation problem but not task scheduling problem) and finding routing paths from accessing RRH node to the servicing BBU node, our work is therefore orthogonal to these works.

III. Problem Definition and Complexity Analysis

A network \( G(\mathcal{N}, \mathcal{L}) \) is given, where \( \mathcal{N} \) is a set of \( N \) nodes and \( \mathcal{L} \) is a set of \( L \) links. Each link \( l \in \mathcal{L} \) has a capacity of \( c(l) \) and a delay value of \( d(l) \). \( \mathcal{N}_h \subseteq \mathcal{N} \) indicates a set of \( N_h \) RRH nodes which collect the task requests from end users. \( \mathcal{N}_e \subseteq \mathcal{N} \) represents a set of \( N_e \) BBU nodes where BBU pool and edge cloud are placed, and each BBU node \( n \in \mathcal{N}_e \) has a task processing capability of \( \pi(n) \) (i.e., CPU cycles per second [45]). It is worthwhile to mention that one network node can be both the BBU node and RRH node, i.e., \( \mathcal{N}_e \cap \mathcal{N}_h \neq \emptyset \). Moreover, apart from BBU node and RRH node, there also exist intermediate nodes (e.g., router nodes) in \( \mathcal{N} \) to relay data, and different nodes are interconnected with links which depends on specific network topology. For each node pair \((u, v)\) where \( u, v \in \mathcal{N} \), we assume that the path set between them is given\(^3\) and denoted by \( \mathcal{P}(n) \) with a number of \( K \) paths. \( R \) represents a set of \(|R|\) requests, and for each request \( r(x, F, \delta) \in R \), \( x \) denotes the RRH node that the request accesses, \( F \) indicates required CPU cycles to complete the task, and \( \delta \) stands for the transmitting rate. Without loss of generality, we assume that one end user only sends one task request in this paper. Moreover, we assume that each end user can transmit the task to the RRH node via an unique available channel. We therefore do not take the wireless transmission delay from users to RRH into account for brevity in this paper, since this part of value only depends on the channel bandwidth and task size [47] in this context and hence cannot be further optimized/minimized. The notations used in this paper are summarized in Table I.

![Table I: Notations.](image)

The total service delay for serving a request \( r(x, F, \delta) \) consists of traffic delivering delay and task processing delay. More specially, if \( r \) is processed by BBU node \( n \), then the service delay \( \Delta_r \) is equal to\(^4\)

\[
\Delta_r = T(x, n) + \Psi_n(F)
\]

where \( T(x, n) \) denotes the path delay from \( x \) to \( n \) if \( n \neq r.x \) (otherwise \( T(x, n) = 0 \)), and \( \Psi_n(F) \) indicates the processing delay on \( n \) for task \( F \). According to [48], [45], \( \Psi_n(F) = \frac{F}{\pi(n)} \).

Formally, the Task Allocation in C-RANs problem with MEC is defined as follows:

**Definition 1:** Given are a network \( G(\mathcal{N}, \mathcal{L}) \) and a set of requests \( R \). The Task Allocation in C-RANs (TACR) problem with MEC is to allocate each user’s requested task \( r(x, F, \delta) \in R \) to corresponding BBU node and find the path from \( x \) to its servicing BBU node such that the maximum service delay among all the requests is minimized.

Accordingly, the Survivable Task Allocation in C-RANs problem with MEC is defined as follows:

**Definition 2:** Given are a network \( G(\mathcal{N}, \mathcal{L}) \) and a set of requests \( R \). The Survivable Task Allocation in C-RANs (STACR) problem with MEC is to simultaneously allocate each user’s task \( r(x, F, \delta) \in R \) to two corresponding BBU nodes and find link-disjoint paths from \( x \) to its servicing BBU nodes.

\(^3\)In this paper, we assume that the task requests sent from end users’ devices are to be processed only in BBU nodes (not executed locally on devices).

\(^4\)According to [46], at most 6 paths in GEANT network are enough for serving 11460 traffic matrices during the entire 4 month duration without violating Quality of Service (QoS). We therefore assume that a (small) set of paths is sufficient for calculating the optimal solution.
such that the maximum service delay among all the requests is minimized.

Theorem 1: The TACR problem is NP-hard when |R| ≥ 2.

Proof 1: Let us first introduce the Min-Max routing problem [49]: Given is a network and each link is associated with a delay value, the Min-Max routing problem is to find a pair of link-disjoint paths from a source to a destination, such that the longer path delay is minimized. The proof is therefore complete.

In the TACR problem, suppose there is only one RRH node nh and BBU node nc such that nh ≠ nc. Moreover, we assume |R| = 2 and each link in the network can only be used once for transporting either r1 or r2 because of the link capacity limit. Under this assumption, the TACR problem is equivalent to the Min-Max routing problem. Since the Min-Max routing problem is proved to be NP-hard according to [49], the TACR problem is NP-hard. The proof is therefore complete.

Remark 2: The TACR problem for |R| = 1 is polynomial-time solvable.

Proof 2: When |R| = 1, it indicates there is only one request (say r(x, F, δ)). To solve the TACR problem, we apply the shortest path algorithm from r.x to each node in Nc and store the result in Γ. Finally, we choose a feasible solution with the minimum service delay in Γ as the optimal solution.

Remark 3: The TACR problem for Nc = 1 is polynomial-time solvable when the link capacity is not considered.

Proof 3: When the link capacity is not considered, ∀r ∈ R we can run shortest path from r.x to n ∈ Nc and we can get the optimal solution (if there exists).

Theorem 4: The S-TACR problem is NP-hard, even when |R| = 1.

Proof 4: Suppose we do not consider link capacity and BBU node processing constraint, we first add a dummy node gm and connect gm with each node n ∈ Nc with link delay of Ψm(F). Now, the S-TACR problem for |R| = 1 turns into the aforementioned NP-hard Min-Max routing problem [49], which is to find a pair of link-disjoint paths from r.x to gm, such that the longer path delay is minimized. The proof is therefore complete.

IV. EXACT INTEGER LINEAR PROGRAMMING

In this section, we present an exact Integer Linear Programming (ILP) model to jointly solve the TACR and the S-TACR problem. We first solve the S-TACR problem and start with some necessary notations and variables of the ILP.

ILP notations:
- (u, v): Node pairs u, v ∈ N such that u ≠ v.
- H_{u,v}^l: A given boolean array. It is 1 (true) if link l is traversed by the path pk between u and v, and 0 (false) otherwise.
- T(p_k): Delay of path p_k.

ILP variables:
- D: A float variable indicating the maximum service delay value among all the requests.
- X_{n}^r: A boolean variable. It is 1 (true) if the requested task of r is accommodated by primary BBU node n, and 0 (false) otherwise.
- BX_{n}^r: A boolean variable. It is 1 (true) if the requested task of r is accommodated by backup BBU node n, and 0 (false) otherwise.
- Y_{u,v}^{r,k}: A boolean variable. It is 1 (true) if k-th primary path between u and v is used for delivering the requested task of r, and 0 (false) otherwise.
- BY_{u,v}^{r,k}: A boolean variable. It is 1 (true) if k-th backup path between u and v is used for delivering the requested task of r, and 0 (false) otherwise.

Objective:
\[ \min \ D \] (2)

Delay Constraints:
\[ \sum_{n \in N_c} \sum_{p_k \in P^{r.x,n}} Y_{r,x,n}^{r,k} \cdot (T(p_k) + \frac{r.F}{\pi(n)}) \leq D \ \forall r \in R \] (3)
\[ \sum_{n \in N_c} \sum_{p_k \in P^{r.x,n}} BY_{r,x,n}^{r,k} \cdot (T(p_k) + \frac{r.F}{\pi(n)}) \leq D \ \forall r \in R \] (4)

Placement Constraints:
\[ \sum_{n \in N_c} X_{n}^{r} = 1 \ \forall r \in R \] (5)
\[ \sum_{n \in N_c} BX_{n}^{r} = 1 \ \forall r \in R \] (6)
\[ \sum_{u \in N_h} \sum_{v \in N_c} \sum_{p_k \in P^{u,v}} Y_{u,v}^{r,k} = 1 \ \forall r \in R \] (7)
\[ \sum_{u \in N_h} \sum_{v \in N_c} \sum_{p_k \in P^{u,v}} BY_{u,v}^{r,k} = 1 \ \forall r \in R \] (8)

Path Selection Constraints:
\[ X_{n}^{r} = \sum_{p_k \in P^{r.x,n}} Y_{r,x,n}^{r,k} \ \forall r \in R, n \in N_c \] (9)
\[ BX_{n}^{r} = \sum_{p_k \in P^{r.x,n}} BY_{r,x,n}^{r,k} \ \forall r \in R, n \in N_c \] (10)

Link Capacity Constraint:
\[ \sum_{r \in R} \sum_{u \in N_h} \sum_{v \in N_c} \sum_{p_k \in P^{u,v}} r.\delta \cdot (Y_{u,v}^{r,k} + BY_{u,v}^{r,k}) \cdot H_{u,v}^{l} \leq c(l) \ \forall l \in L \] (11)

BBU node processing capability Constraint:
\[ \sum_{r \in R} (X_{n}^{r} + BX_{n}^{r}) \cdot r.F \leq \pi(n) \ \forall n \in N_c \] (12)

Node-disjoint Constraint:
\[ ^5 \text{For simplicity but without loss of generality, } u \text{ always refers to the RRH node, and } v \text{ always indicates the BBU node for } Y_{u,v}^{r,k} \text{ and } BY_{u,v}^{r,k}. \]
\[
X^r_n + BX^r_n \leq 1 \quad \forall n \in \mathcal{N}, r \in R
\]  

\textbf{Link-disjoint Constraint:}

\[
\max_{u \in \mathcal{N}_n, v \in \mathcal{N}_p} \left( Y_{r,k}^{u,v} \cdot T(p) + \frac{T(p)}{\pi(n)} \right) \leq D
\]

Eq. (2) together with Eqs. (3) and (4) minimizes the maximum service delay value among all the requests. More specifically, for a certain request \( r \), in the primary task allocation of Eq. (3) (backup task allocation of Eq. (4) follows similarly), \( \sum_{n\in \mathcal{N}_n} \sum_{p\in \mathcal{P}_n} Y_{r,k}^{r,n} \cdot T(p) \) calculates the path delay, and \( \sum_{n\in \mathcal{N}_n} \sum_{p\in \mathcal{P}_n} Y_{r,k}^{r,n} \cdot \frac{T(p)}{\pi(n)} \) calculates the task processing delay. Therefore, by imposing each request’s service delay to be less than \( D \) for both primary and backup task allocation and minimizing \( D \) in the objective function, it is equivalent to ensure that the maximum service delay among all the requests is to be minimized. Eq. (5) (Eq. (6)) ensures that for each user’s request, there must be one and only one primary (backup) BBU node to process its requested task. Eq. (7) (Eq. (8)) ensures that for each request, at most one primary (backup) path is used to transfer the task from its one primary (backup) path to its hosted BBU node. The above placement constraints are set for variables \( X^r_n \) and \( Y_{r,k}^{u,v} \). Eq. (9) (Eq. (10)) follows similarly for \( BX^r_n \) and \( BY_{r,k}^{u,v} \) to be fractional variables ranging in \([0,1]\), which provides a lower bound for the TACR problem. Subsequently, we present a Randomized Rounding Task Allocation (RRTA) algorithm in Algorithm 1 to solve the TACR problem. The rationale of RRTA in Algorithm 1 is that after solving linearized version in Eq. (15), we first get fractional solutions \( Y_{r,k}^{u,v} \) (and \( \tilde{X}^r_n \)). Our aim is to derive an integer solution from \( Y_{r,k}^{u,v} > 0 \) by randomized rounding. To that end, RRTA first uses \( H[R] \) to store which BBU node to issue the requested task from \( r \in R \), and uses \( R[R][N] \) to store which path to route traffic of \( r \in R \) from \( u \in \mathcal{N} \) to \( v \in \mathcal{N} \). After that, for each request \( r \), RRTA finds the appropriate BBU node for processing its task request and the path to route the traffic from \( r \cdot v \) to its processing BBU node (if necessary). RRTA uses \( P \) to store the results where \( Y_{r,k}^{u,v} > 0 \) in steps 6-7. If \( P \) is not empty, RRTA first tries to use \( r \cdot x \) to issue \( r \) if \( \exists Y_{r,k}^{u,v} \) such that \( r \cdot x == n \). If this step fails, RRTA randomly selects \( Y_{r,k}^{u,v} > 0 \) from \( P \) and uses corresponding \( n \) to issue \( r \). Accordingly, in step 14 \( H[R] \) means to record the BBU node for processing \( r \) and \( R[R][N] \) means to record path information. After that, in step 15 RRTA reduces the link capacity and node’s processing capability accordingly. The above procedure continues until all the requests have been iterated.

The time complexity of RRTA can be analyzed like this: The time complexity of RRTA is dominated by the LP in Eq. (15). There exists an efficient polynomial-time algorithm to solve the LP with the current best worst-case complexity of \( O((\frac{1}{\ln \gamma})^2) \) by an interior-point method according to [50], where \( I \) is the number of variables and \( \gamma \) is the bit size of the problem (related to the number of bits in its binary representation). There are in total \( O(\frac{|R|K^2}{N} + |R|N + 1) = O(|R|K^2) \) variables in Eq. (15), leading to a total time complexity of \( O(\frac{|R|K^2}{N}) \) for RRTA.

B. Approximation Performance Analysis

The analysis leverages on the method of Upper Tail Chernoff bound [51] and Union Bound (Boole’s inequality) [52, Chapter 4.7] — a technique often used in other works (see e.g., [53], [54], [55], [56]). For completeness, we first give a
formal definition of the Upper Tail Chernoff bound and Union Bound inequality:

Theorem 5: [51] Let $x_1, x_2, ..., x_n$ be $n$ independent random variables, and $x_i \in [0, 1]$ for $1 \leq i \leq n$. Denote $\mu = E[\sum_{i=1}^{n} x_i]$, then for an arbitrary positive $\epsilon$ we have:

$$
Pr \left[ \sum_{i=1}^{n} x_i \geq (1+\epsilon)\mu \right] \leq e^{-\frac{\epsilon^2 \mu}{2}}
$$

Theorem 6: Let $A_1, A_2, ..., A_n$ be $n$ events with happening probability $Pr[A_1], Pr[A_2], ..., Pr[A_n]$, then $Pr[A_1 \cup A_2 \cup \ldots \cup A_n] \leq \sum_{i=1}^{n} Pr[A_i].$

Moreover, $\alpha$ is used to ensure that the following defined expected values are fractional numbers and defined as follows:

$$
\alpha = \min \left\{ \min \left\{ \frac{\min(c(l))}{r \cdot \delta}, \min \left( \frac{D_{\min}}{I(p_k) + \frac{\epsilon}{\mu_c} \cdot \min \left( \frac{n}{r \cdot F} \right)} \right) \right\} \right\}
$$

$\forall r \in R, l \in L, n \in N_c, p_k \in P^{u,v} : u \in N_h, v \in N_e$

where $D_{\min}$ denotes the maximum service delay in the optimal solution. The proposed RRTA solves the fractional $Y_{r,k}$ from linearized version of Eq. (15) to integer value according to their definition, the expected load on link $l$ is:

$$
E \left[ \sum_{r \in R} z^r_l \right] = \sum_{r \in R} E[z^r_l] = \sum_{r \in R} \sum_{\delta \in R} \sum_{u \in N_v} \sum_{v \in N_u} Y_{r,x,n} \cdot H_{l,k}^{u,v} \leq c(l)
$$

According to the definition of $\alpha$ in Eq. (17), it holds that $0 \leq \frac{z^r_{l,\alpha}}{c(l)} \leq 1$. Therefore, by dividing Eq. (18) with $\frac{c(l)}{\alpha}$ on both sides we have:

$$
\mu_c = E \left[ \sum_{r \in R} \frac{z^r_l \cdot \alpha}{c(l)} \right] \leq \alpha
$$

Since $\frac{\alpha}{\mu_c} \geq 1$, we have:

$$
Pr \left[ \sum_{r \in R} \frac{z^r_l \cdot \alpha}{c(l)} \geq (1+\epsilon)\alpha \right] \leq Pr \left[ \sum_{r \in R, \mu_c} \frac{z^r_l \cdot \alpha}{c(l)} \geq (1+\epsilon)\alpha \right]
$$

We cannot directly apply Theorem 5 for $\frac{z^r_{l,\alpha}}{c(l)}$ with $\alpha$, however the following holds:

$$
\alpha = \frac{\alpha}{\mu_c} = \frac{\alpha}{E \left[ \sum_{r \in R} \frac{z^r_l \cdot \alpha}{c(l)} \right]} = E \left[ \sum_{r \in R} \frac{z^r_l \cdot \alpha}{c(l)} \right]
$$

By applying Theorem 5 for $\frac{\alpha}{\mu_c} \cdot \frac{z^r_l \cdot \alpha}{c(l)}$, based on Eq. (21):

$$
Pr \left[ \sum_{r \in R, \mu_c} \frac{z^r_l \cdot \alpha}{c(l)} \geq (1+\epsilon)\alpha \right] \leq e^{-\frac{\Delta^2}{N^2}}
$$

where $\Delta$ is a network related variables and $\Delta \rightarrow 0$ when the network size grows. By solving Eq. (23), we have that

$$
\epsilon \geq \frac{-\log \frac{\Delta}{N^2} + \sqrt{\log^2 \frac{\Delta}{N^2} - 8\alpha \log \frac{\Delta}{N^2}}}{2\alpha}
$$

Theorem 7: RRTA can achieve a link capacity violating factor of $\frac{4 \log N}{\alpha} + 3$.

Proof: By setting $\Delta = \frac{1}{\sqrt{\epsilon}}$, Eq. (23) becomes:

$$
Pr \left[ \sum_{r \in R} \frac{z^r_l \cdot \alpha}{c(l)} \geq (1+\epsilon) \right] \leq \frac{1}{N^4}, \text{ where } \epsilon \geq \frac{4 \log N}{\alpha} + 2.
$$

By using Union Bound inequality for all the links:

$$
Pr \left[ \bigcup_{l \in L} \sum_{r \in R} \frac{z^r_l \cdot \alpha}{c(l)} \geq (1+\epsilon) \right] \leq \sum_{l \in L} Pr \left[ \frac{z^r_l \cdot \alpha}{c(l)} \geq (1+\epsilon) \right] \leq N^2 \cdot \frac{1}{N^4} = \frac{1}{N^2}, \text{ where } \epsilon \geq \frac{4 \log N}{\alpha} + 2
$$
The last inequality holds since there are at most $N^2$ links in a network with $N$ nodes. Finally, Eq. (26) indicates that the probability the expected load on any link violates $c(l)$ with a factor of $1 + \epsilon = \frac{4 \log N}{\alpha} + 3$ approaches 0 when $N \to +\infty$.

2) Maximum service delay violating factor:

**Theorem 8:** RRTA can achieve a delay violating factor of $\frac{\log |R| + 2 \log N}{\alpha} + 3$.

**Proof 5:** Similar to the proof of theorem 7, we have the following definition:

**Definition 4:** For each request $r \in R$, and each $n \in N_e$:

$$ w_{r,x,n}^r = \begin{cases} T(p_k) + \frac{r.F}{\pi(n)} & \text{with probability } \sum_{p_k \in \mathcal{P}_{r,x,n}} Y_{r,x,n} \\ 0 & \text{otherwise} \end{cases} $$

Since $w_{r,x,n_1}^r, w_{r,x,n_2}^r, \ldots$ are mutually independent according to their definition, the expected delay for $r$ follows:

$$ E \left[ \sum_{n \in N_e} w_{r,x,n}^r \right] = \sum_{n \in N_e} E[w_{r,x,n}^r] = \sum_{n \in N_e} \left( \sum_{p_k \in \mathcal{P}_{r,x,n}} \sum_{v \in N} \frac{Y_{r,x,n}}{w_{r,x,n}^r} \cdot (T(p_k) + \frac{r.F}{\pi(n)}) \right) \leq D \tag{27} $$

According to the definition of $\alpha$ in Eq. (17) it holds that $0 \leq \frac{w_{r,x,n}^r \cdot \alpha}{D} \leq 1$. By dividing Eq. (27) with $\frac{D}{\alpha}$ on both sides we have:

$$ \mu_D = E \left[ \sum_{n \in N_e} \frac{w_{r,x,n}^r \cdot \alpha}{D} \right] \leq \alpha \tag{28} $$

In a similar way as proved from Eqs. (19) to (23), using $\frac{\alpha}{\mu_D} \geq 1$ (Eq. (28)) and applying Theorem 5 for $\frac{\alpha}{\mu_D}$ whose expectation of their sum over $u, v \in N$ is $\alpha$, we arrive at:

$$ \Pr \left[ \sum_{n \in N_e} \frac{w_{r,x,n}^r \cdot \alpha}{D} \geq (1 + \theta) \alpha \right] \leq e^{-\frac{\theta^2 \alpha}{2\pi}} \tag{29} $$

By letting $e^{-\frac{\theta^2 \alpha}{2\pi}}$ be less than $\frac{\Delta}{|R|}$, we have:

$$ \Pr \left[ \sum_{n \in N_e} \frac{w_{r,x,n}^r}{D} \geq (1 + \theta) \right] \leq e^{-\frac{\theta^2 \alpha}{2\pi}} \leq \frac{\Delta}{|R|} \tag{30} $$

Eq. (30) is satisfied for:

$$ \theta \geq -\frac{\log \frac{\Delta}{|R|} + \sqrt{2 \log \frac{\Delta}{|R|} - 8 \alpha \log \frac{\Delta}{|R|}}}{2\alpha} \tag{31} $$

By setting $\Delta = \frac{\pi}{\alpha}$, Eq. (30) becomes:

$$ \Pr \left[ \sum_{n \in N_e} \frac{w_{r,x,n}^r}{D} \geq (1 + \theta) \right] \leq \frac{1}{|R|^2 N^2} \tag{32} $${}

Using Union Bound inequality for all the requests, we arrive at:

$$ \Pr \left[ \bigcup_{r \in R} \sum_{n \in N_e} \frac{w_{r,x,n}^r}{D} \geq (1 + \theta) \right] \leq \sum_{r \in R} \Pr \left[ \sum_{n \in N_e} \frac{w_{r,x,n}^r}{D} \geq (1 + \theta) \right] \leq |R| \cdot \frac{1}{|R|^2 N^2} = \frac{1}{N^2}, \text{ where } \theta \geq \frac{\log |R| + 2 \log N}{\alpha} + 2 \tag{33} $$

Eq. (33) indicates that for any request, the probability the expected delay violates the optimal maximum service delay with a factor of $1 + \theta = \frac{\log |R| + 2 \log N}{\alpha} + 3$ approaches 0 when $N \to +\infty$.

3) BBU node processing capability violating factor:

**Theorem 9:** The randomized approximation algorithm can achieve a node processing capability violating factor of $\frac{3 \log N}{\alpha} + 3$.

**Proof 6:**

**Definition 5:** For each request $r$ and each BBU node $n$, the traffic load $\beta_n^r$ is defined as follows:

$$ \beta_n^r = \begin{cases} f \text{ with prob. } \tilde{X}_n^r \forall n \in N_e, r \in R \\ 0 \text{ otherwise} \end{cases} $$

Since $\beta_1^r, \beta_2^r, \ldots$ are mutually independent according to their definition, the expected load on node $n$ is:

$$ E \left[ \sum_{r \in R} \beta_n^r \right] = \sum_{r \in R} E[\beta_n^r] = \sum_{r \in R} \tilde{X}_n^r \cdot f \leq \pi(n) \tag{34} $$

According to the definition of $\alpha$ in Eq. (17) and Eq. (34), it holds that $0 \leq \frac{\beta_n^r \cdot \alpha}{\pi(n)} \leq 1$. By dividing Eq. (34) with $\frac{\pi(n)}{\alpha}$ on both sides we have:

$$ \mu_n = E \left[ \sum_{r \in R} \frac{\beta_n^r \cdot \alpha}{\pi(n)} \right] \leq \alpha \tag{35} $$

In a similar way as proved from Eqs. (19) to (23), using $\frac{\alpha}{\mu_n} \geq 1$ (Eq. (35)) and applying Theorem 5 for $\frac{\alpha}{\mu_n}$ whose expectation of their sum over $r \in R$ is $\alpha$, we arrive at:

$$ \Pr \left[ \sum_{r \in R} \frac{\beta_n^r \cdot \alpha}{\pi(n)} \geq (1 + \rho) \alpha \right] \leq e^{-\frac{\rho^2 \alpha}{2\pi}} \tag{36} $$

$$ \Pr \left[ \sum_{r \in R} \frac{\alpha \beta_n^r \cdot \alpha}{\pi(n)} \geq (1 + \rho) \alpha \right] \leq e^{-\frac{\rho^2 \alpha}{2\pi}} \tag{37} $$

where $\rho$ is an arbitrary positive value. Further, by letting $e^{-\frac{\rho^2 \alpha}{2\pi}}$ be less than $\frac{\Delta}{N}$, we arrive at:
By solving Eq. (37), we have that
\[ \rho \geq \frac{-\log \frac{3}{\alpha} + \sqrt{\log^2 \frac{3}{\alpha^2} - 8\alpha \log \frac{3}{\alpha^2}}}{2\alpha} \] (38)

By setting \( \Delta = \frac{1}{N^2} \), Eq. (37) becomes
\[ \Pr \left[ \sum_{r \in R} \frac{\beta_r}{\pi(n)} \geq (1 + \rho)\alpha \right] \leq \frac{1}{N^2} \]

As a result, for all the BBU nodes, we have:
\[ \Pr \left[ \bigcup_{n \in N} \sum_{r \in R} \frac{\beta_r}{\pi(n)} \geq (1 + \rho) \right] \leq \sum_{n \in N} \Pr \left[ \sum_{r \in R} \frac{\beta_r}{\pi(n)} \geq (1 + \rho) \right] \leq N_r \cdot \frac{1}{N^3} \leq \frac{1}{N^2}, \text{ where } \rho \geq \frac{3 \log N}{\alpha} + 2 \] (39)

Therefore, Eq. (39) implies that for any BBU node in the network, the probability that its maximum processing capability is violated by a factor of \( 1 + \rho = \frac{3 \log N}{\alpha} + 3 \) will approach 0 when \( N \to \infty \).

**Theorem 10:** The randomized approximation algorithm can achieve a link capacity violating factor of \( \frac{2 \log N}{\alpha} + 3 \), maximum service delay violating factor of \( \frac{\log |R|}{\alpha} + 2 \log N + 3 \), and node processing capability violating factor of \( \frac{3 \log N}{\alpha} + 3 \).

**Proof:** The proof follows from Theorems 7, 8 and 9. □

**Remark:** Although theoretically RRTA has performance violating factors as analyzed in Theorem 10, we found that during extensive simulations in Section VI RRTA can achieve close-to-optimal performance, which indicates that it can hardly violate the threshold values. Furthermore, we could also accordingly adjust the “available” values of link capacity and node processing capability in advance, and then run RRVA. By doing this, we can guarantee there is no violation of the considered network metrics.

### C. Heuristic for the S-TACR problem

In this subsection, we propose a heuristic called Survivable Sequential Task Allocation (SSTA) algorithm to solve the S-TACR problem. As shown in Algorithm 2, SSTA first calls RRTA to find the primary solution for all the requests. Subsequently, for each request \( r \) that has a feasible primary solution in Step 1, SSTA first removes the links and BBU node used by the primary solution in \( G \). After that, SSTA runs the shortest path from \( r.x \) to each remaining BBU node. SSTA then selects a BBU node as the backup solution with the minimum service delay. The link bandwidth and node capacity are accordingly reduced. Because the incurred RRTA is an approximation algorithm, it happens that some of the requests violate the requirements such as link capacity. For those requests (denoted by \( R' \)), Steps 8-11 apply Suurballe’s algorithm [57] to find both primary and backup solution for each \( r \in R' \). More specifically, in Step 9 SSTA first creates a dummy node and connects it with each BBU node. Subsequently, by applying Suurballe’s algorithm from \( r'.x \) to \( g_m \), we can get the solution of two BBU nodes to process \( r'.x \) and a pair of link-disjoint paths from \( r'.x \) to two of BBU nodes. Finally, SSTA accordingly reduces the consumed link bandwidth and feasible processing capability in Step 11. Since SSTA calls for RRTA, the time complexity of SSTA is still dominated by the LP in Eq. (15). As a result, we can deduce that the time complexity of SSTA is \( O\left(\frac{\gamma |R| |N| |M|}{\alpha\log(N^2)}\right) \), which is the same with RRTA.

#### Algorithm 2: SSTA \((G(N, \mathcal{L}), R)\)

1. Call RRTA\((G, R)\) in Algorithm 1 to achieve the primary solution.
2. Reduce the link capacity and node processing capability in \( G \) consumed by the primary solution.
3. foreach \( r \) that has a feasible primary solution in Step 1 do
   4. \( G' \leftarrow G \)
   5. Prune the links and BBU node in \( G' \) used by the primary solution of \( r \) obtained in step 1.
   6. Run shortest path from \( r.x \) to each remaining BBU node and select one BBU node with the least total delay as the backup solution.
   7. Reduce the link capacity and node processing capability in \( G \) consumed by the backup solution.
4. foreach \( r' \) that violates the link or node capacity in Step 1 do
   9. Create a dummy node \( g_m \) to connect it with each BBU node with link weight as the processing delay.
   10. Apply Suurballe’s algorithm [57] from \( r'.x \) to \( g_m \) to find link-disjoint paths.
   11. Reduce the link capacity and node processing capability in \( G \) consumed by the solution.

**Remark:** In this paper, the goal of the TACR problem and S-TACR problem is to minimize the maximum service delay. However, it is worthwhile to mention that our proposed algorithms can also be adjusted to solve the problems for the requests with different delay requirements. For example, we can rewrite Eqs. (3) and (4) to ensure that each request’s delay requirement is satisfied, and the approximation ratio proof goes similarly with Theorem 8. Moreover, our proposed algorithms (RRTA and SSTA) assume that a set of requests \( R \) is known/given and they calculate the solutions for these requests. This can be understood as an offline scenario. More than that, RRTA and SSTA can also deal with the requests which arrive in an online fashion. In the online scenario, the requests are assumed to arrive one by one dynamically, and RRTA and/or SSTA can take each arriving request as the input and return the task allocation and routing solution. That is to say, our tackled problem in this paper is general and our proposed algorithms can deal with both the online and offline scenarios.

### VI. Simulations

#### A. Simulation Setup

We use the tool GT-ITM [58] to generate two MEC-enabled CRAN networks with the number of nodes 25 and 40, respectively. More specifically, we let (and round up) that
25% of the nodes are BBU nodes and these BBU nodes have at least 2 hops (a path with at least two links to connect them) from each other representing for different coverage regions. We also set (and round up) 70% of the nodes to be RRH nodes that can collect task requests from end users (one node can be both BBU node and RRH node). Moreover, network parameters, computing capabilities and traffic requests are randomly generated in a uniform distribution which is consistent with the existing work [13], [36], [59]. In both networks, the maximum processing capabilities of BBU nodes range from 800 to 1000. The link capacity is randomly distributed in [0.5, 1] Gb/s and link delay takes values in [10, 50] ms. We first randomly generate \(|R| = 100, 200, 300, 400, 500\) requests for the TACR problem, and these requests are uniformly distributed in all the RRH nodes. For each request \(r(x, F, \delta) \in R\), \(F\) is between 5 and 20 and \(\delta\) is between 20 Mb/s and 50 Mb/s.

To solve the TACR problem, we compare the exact ILP in Eq. (15) and our proposed approximation algorithm RRTA with cooperative task computing one-for-all (CTC-All) which is derived from [14] and Random algorithm as follows:

1) CTC-All: We first create a dummy node \(g\) and connect it with each node \(n \in \mathcal{N}_e\) with link weight \(d(gn) = \frac{\lambda(gn)}{\tau}\), where \(d(gn)\) denotes the delay of link \((g, n)\), \(\lambda(gn)\) indicates the residual available processing capability, and \(\tau\) represents a penalty factor or coefficient. For the others links \(l \in \mathcal{L}\) in the network, its weight is assigned as \(d(l) / \eta(l)^2\), where \(\eta(l)\) stands for the free link capacity. By assigning the above link weights, CTC-All tries to reduce maximum service delay through distributing the requests throughout the network by avoiding bottleneck. Subsequently, for each request \(r(x, F, \delta)\), CTC-All finds the shortest path from \(x\) to \(g\) without violating the link capacity and BBU node processing capability. This procedure continues until all the requests in \(R\) have been iterated.

2) Random Algorithm: For each request \(r(x, F, \delta)\), Random algorithm keeps randomly selecting one BBU node \(n \in \mathcal{N}_e\) until \(n\) has sufficient residual processing capability (in at most \(W\) rounds). If this step succeeds, Random algorithm randomly selects one path from \(x\) to \(n\). This procedure continues until all the requests in \(R\) have been iterated.

To solve the S-TACR problem, the routine of CTC-All and Random algorithm is like this: First run CTC-All or Random algorithm in the network to obtain the primary solution. Prune all the links and BBU node used by the primary solution and applies CTC-All or Random algorithm again to achieve the backup solution.

The number of paths \(K\) between each node pair is set to be 10 for all the algorithms. We let \(\tau = 1\) for CTC-All and \(W = 20\) for Random algorithm. The simulations are run on a high-performance desktop PC with 3.4 GHz and 16 GB memory. We use IBM ILOG CPLEX 12.8 to implement ILP, IBM ILOG CPLEX 12.8 (CPLEX Callable Library interface) together with C# to implement RRTA, and C# to implement all the heuristics.

**B. Simulation Results for the TACR problem**

![Fig. 2: Acceptance Ratio for the TACR problem.](image)

![Fig. 3: Maximum Service Delay for the TACR problem.](image)

![Fig. 4: Running Time for the TACR problem.](image)

We first compare the algorithms in terms of Acceptance Ratio (AR), which is defined as the number of accepted/accommodated requests divided by the total number of requests. From Fig. 2 we can see that ILP can always accept all the requests and our approximation algorithm can accept almost all the requests. CTC-All algorithm also performs well in accepting more requests, which may benefit from its link weight allocation to evenly distribute task requests across the network, but at the expense of higher maximum service delay as we will show later in Fig. 3. The Random algorithm has the worst performance because of its randomness, and it can only accept around 20% of the total requests when \(|R| = 500\).

Next, we evaluate the maximum service delay of all the algorithms in Fig. 3. We find that ILP can always have the lowest maximum service delay value, and the approximation algorithm achieves a very close performance with the ILP. Random algorithm performs poorly by having the highest maximum service delay value. Except for the Random algorithm, the maximum service delay value increases with \(|R|\) increasing. The reason is that with more requests to serve, the
available capacities of critical links are decreased rapidly, so longer delay path has to be used to route the request.

Finally, Fig. 4 presents the total running time of all the algorithms (in log scale). We observe that the CTC-All has the lowest running time, and Random algorithm consumes a bit higher running time than the CTC-All because of its iteration rounds $W$. The running time of RRTA is less than the value of ILP, but it is higher than the values of benchmark heuristics. Nevertheless, it is still acceptable since RRTA achieves better performance in terms of AR (Fig. 2) and maximum service delay (Fig. 3). In practice, in many cases the traffic requests can be known or predicted [60] in advance, therefore the service provider can apply the proposed approximation algorithm to calculate the solutions in an offline fashion (in acceptably short time as implied in Fig. 4) for the incoming traffic requests. Another observation is that when $|R| = 1$, we found our proposed approximation algorithm can return the solution in less than 1 second (We omit the figure for brevity). In practice, in many cases the traffic requests can be known or predicted [60] in advance, therefore the service provider can apply the proposed approximation/heuristic algorithm to calculate the solutions in an offline fashion (in acceptably short time as implied in Fig. 4) for the (delay-sensitive) incoming traffic requests. In addition, our proposed approximation algorithm can also be applied only periodically or as a complementary solution for existing methods.

C. Simulation Results for the S-TACR problem

Fig. 5: Acceptance Ratio for the S-TACR problem (95 percent confidence interval).

Fig. 6: Maximum Service Delay for the S-TACR problem (95 percent confidence interval).

D. Impacts of node processing capacity and link capacity

In this subsection, we investigate the impact of processing capacity $\pi(n)$ and link capacity $c(l)$ on the maximum service delay. To that end, we respectively increase the value of $\pi(n)$ to $2\pi(n)$ and $3\pi(n)$ for each node $n \in N_e$, and increase the value of $c(l)$ to $2c(l)$ and $3c(l)$ for each link $l \in L$. Accordingly, the network throughput has also been increased with the increase of link capacity. Fig. 8 and Fig. 9 illustrate the maximum service delay value returned by all the algorithms with different $\pi$ value for the TACR and S-TACR problem. We can see that when $\pi$ increases, the maximum service values decrease for all the algorithms. The reason is that according to Eq. (1), the maximum service delay consists of both routing delay and processing delay. Since the processing delay is inversely proportional to processing capacity, an increase of processing capacity leads to a shorter processing delay and hence a shorter maximum service delay. With all the other simulation parameters unchanged, Fig. 10 and Fig. 11 depict the maximum service delay value with...
different value of link capacities. We see that with link capacity increasing, the maximum service delay decreases accordingly. This can be explained that since routing delay is one part of the service delay according to Eq. (1), when link capacity is enlarged, more requests can be routed by shorter delayed paths without violating the link capacity. Hence, the overall maximum service delay is decreased by increasing the link capacity. In all, we conclude that both node processing capacity and link capacity can affect the maximum service delay, which also validates Eq. (1).

Fig. 8: Maximum Service Delay with different value of processing capacity in the TACR problem.

Fig. 9: Maximum Service Delay with different value of processing capacity in the S-TACR problem.

Fig. 10: Maximum Service Delay with different value of link capacity in the TACR problem.

VII. CONCLUSION

In this paper, we study the Task Allocation and Survivable Task Allocation in C-RANs problems with MEC. We first analyze the complexities of these two problems, and show they are NP-hard in general. We subsequently present an exact ILP formulation to jointly solve these two problems. After that, we devise a randomized approximation algorithm to solve the Task allocation in C-RANs problem with MEC. Based on the proposed approximation algorithm, we propose an efficient heuristic to solve the Survivable Task allocation in C-RANs problem with MEC. Via extensive simulations, we find that our proposed algorithms can outperform two benchmark heuristics in terms of acceptance ratio and maximum service delay, although this comes at the expense of higher running time. In our future work, we plan to implement our proposed algorithms in real testbeds and extend the work to jointly consider network management and control related metrics.
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